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Abstract

The article deals with multimodal communication that considers information provided through several parallel sensory canals. The investigation takes into account the specifics of media discourse, since its resources—materials and tools—are used to produce an integrated text. The relevance of the work is that further development of technologies will create conditions that will expand the capabilities of multimodality and, consequently, foreground linguistic research in this area. The purpose of the work was to overview linguistic literature with respect to analytical models of a multimodal media text. The study has found that in linguistics, different integrative models for analyzing a multimedia text were developed. The most accurate multimodal description, in our opinion, is ensured by a multi-level analysis that extracts and presents structural, semantic, and stylistic properties of each text level separately and in interaction. The prospect of our work is seen in developing an integrated model for analyzing a multimodal media text, which harmoniously takes into account various approaches.
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Introduction

At the end of the last century, linguists realized that language is neither the only, nor even the dominant semiotic system [9, P. 113]. In natural communication, a multimodal system is formed around the key verbal component accompanied with non-verbal components—para- and extra-verbal ones. Paralinguistic components of non-verbal communication include loudness, tempo, rhythm, and pitch of tone and determine the voice quality, its range, and tonality. Extralinguistic components are atypical individual pronunciation features, i.e. speech pauses, laughter, coughing, sighing, crying, stuttering, etc. All of them are full of visual and acoustic keys that fall out of focus in a classical linguistic research.

Communicativists drew their attention to the phenomenon of multimodality a short time ago, but it has already acquired a wide range of interpretations. The literature overview revealed a common understanding that various semiotic resources or modes are used in human communication to express meaning, including values, ideology, and social roles [5, P. 452–453]. According to Schmitz, multimodal communication involves several feelings and is implemented through a number of parallel channels. In order to perform such actions and produce multimodal texts, various components that are integrated into a syntactic, semantic, and functional whole are required [8, P. 24–42]. At the same time, media possess resources—materials and tools—that are used to produce an integrated text.

The basis of the cognitive-linguistic understanding of multimodality involves the term “modality”that is adopted in psychology, neurophysiology, and computer science and means a type of external stimulus perceived by one of the human senses, primarily vision and hearing. Studies of the multimodal discourse focus on how people simultaneously engage several communication channels, contributing to the general sense, and how information is shared between them [3, P. 135]. Therefore, if modern analysis is aimed at interpreting the meaning of a text or a communicative phenomenon, it can no longer rely mainly on the verbal component, since the latter explains only the use of speech or its individual aspects. To ignore other
modes implies to miss a lot of potential meanings of media texts [5, P. 457], [6, P. 14]. Being limited in capabilities, channels not only additively participate in the transmission of information, but are interdependent and interact with each other. Information is distributed between them in a complex way [3, P. 148].

It is the spontaneous discourse when a recipient gets information in its multimodality that many linguists consider to be true communication. Its analysis adheres to the postulate of the equivalence of all modality levels and the procedure for the sequential study of each individual level [2, P. 27]. Modern research of multimodality conducted in strict accordance with the principles of cognitive psychology and linguistics studies in detail each freeze frame of the analyzed video text.

Results and Discussion

In linguistics, different models for analyzing a multimedia text and discourse were developed. In this interdisciplinary field, research methods are clearly integrative. Discourse analysis includes such components as

1) source data (text name, source, author, and creation date);
2) mediaticopic;
3) linguistic characteristics, i.e. vocabulary, phraseology, morphology, syntax, and stylistics (language game and rhetorical figures);
4) media technologies, first of all, visual means (location of material, font, graphics, and images), sound means, and video support;
5) communicative strategy that a specific media text implements and its communicative tactics, namely, the purpose of the media text, communicative ways to achieve it, addressee, and addressee of the media text; and
6) selection of facts, relationship between them, precedence, and hypertext [4, P. 26].

We can see that the discourse analysis scheme of a media text takes into account multimodality, however, is not attached with priority importance.

The media linguistic analysis pays more attention to multimodality, reveals the patterns of interaction between the verbal and media aspects and studies media signs and combinations of elements of all levels in a media text. A more accurate description, in our view, is to evidence a conflict between real attitude and political necessity, with the latter being always more expedient.

Multimodal research studies need to understand, how semiotic modes work together in a multimodal text, where the verbal text coexists with visual, musical, and other elements that are not the sum of individual semiotic codes, but an organic unity and properties are extracted and presented for each mode separately and in interaction.

The study of multimodality addresses the problem of how modes in a mixed media text influence its interpretation. Sieffes identified three layers, or levels, of a text, namely,

1) language is always combined with non-linguistic resources to create meaning;
2) in a multimodal text, each mode can perform various communicative functions, depending on its capabilities;
3) people create meaning due to choosing and combining available resources;
4) multimodal meaning is formed with interests of people as social actors [6].

In other words, accurate is a study that considers a multilevel description of modes, where structural, semantic, and stylistic properties are extracted and presented for each mode separately and in interaction.

The study of multimodality addresses the problem of how modes in a mixed media text influence its interpretation. Sieffes identified three layers, or levels, of a text, namely,

1) a layer of form as the material organization that includes properties of a structure or arrangement without taking into account possible meanings, as well as the syntactic properties of the language;
2) a layer of semantics, implying discourse relations as an aspect of the rhetorical structure that contributes to the cohesion of the text; and
3) a layer of style, which is a tool necessary to explain non-verbal interaction in various cultural and media contexts [9, P. 120].

We can see, that this model focuses on multimodal layers, their semantic potential, and socio-cultural context and should be revealed by linguistic, and, to a greater extent, cognitive-psychological and sociological procedures.

Conclusion

Thus, multimodality in media, especially network media, attracts attention of many researchers. The discourse analysis scheme of a media text takes into account multimodality that, however, is not attached with priority importance. The medialoguistic analysis pays more attention to multimodality, reveals the patterns of interaction between the verbal and media aspects and studies media signs and combinations of elements of all levels in a media text. A more accurate description, in our view, is to evidence a conflict between real attitude and political necessity, with the latter being always more expedient.

After last night’s meeting Downing Street released a picture of a stern-faced prime minister not looking at the prince. The Saudis released footage of Mrs May greeting him, apparently cordially, with a handshake. In reference to Khashoggi’s murder, Downing Street issued a statement saying that Mrs May had told the prince that Saudi Arabia needed “to build confidence that such a deplorable incident could not happen again” [10].

The text refers to the inconsistency between the information provided by the British official media (Downing Street) and news in the Saudi Arabian media. After the assassination of a journalist at the Saudi embassy, the official position of the British prime minister was disapproving the leadership of this country, and the government-controlled media considered it necessary to publish a picture of a stern-faced prime minister not looking at the prince at the G20 summit in Buenos Aires. But The Times presented a (Photo) that contradicted the cold attitude to the prince. The photo, where the prime minister was greeting him [Mohammed bin Salman – N.P.], apparently cordially, had been published earlier by the Saudi media, reporting that the prince was only slightly “upbraided.” Thus, the author of the article used a photo as a multimodal tool to evidence a conflict between real attitude and political necessity, with the latter being always more expedient.

Multimodal research studies need to understand, how semiotic modes work together in a multimodal text, where the verbal text coexists with visual, musical, and other elements that are not the sum of individual semiotic codes, but an organic unity and its individual parts contribute to a new text quality [7, P. 381]. When analyzing the text, four main points should have respect to, i.e.

1) language is always combined with non-linguistic resources to create meaning;
2) in a multimodal text, each mode can perform various communicative functions, depending on its capabilities;
3) people create meaning due to choosing and combining available resources;
4) multimodal meaning is formed with interests of people as social actors [6].
opinion, is ensured by a multi-level analysis that extracts and presents structural, semantic, and stylistic properties of each text level separately and in interaction.

Researchers focus on such phenomena as log visualization—combined verbal and graphic elements that appear on the screen and participate in creating a television environment, context, and inscription; suggestive and counter-suggestive behavior of multimodal interaction participants as communicative behavior that facilitates the efficient manipulation of recipient's decision-making, on the one hand, and prevents such an impact, on the other; musical quote in the structure of a media text—reproduction of a musical fragment in a finished multimodal media text; the prosody of media speech in convergent media, etc. Further development of technologies undoubtedly will create conditions that will expand the capabilities of multimodality and, consequently, foreground linguistic research in this area. The prospect of our work is seen in developing an integrated model for analyzing a multimodal media text, which harmoniously takes into account various approaches.
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